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But whatever one says about this point,'' there are paradoxes in the
semantic family in which the condition y(x) is vacuous. Thus, in the
formulation of the Liar paradox where truth-bearers are taken to be
sentences, formulating the appropriate liar sentence requires the set in
question to be definable. Thus, given a set, x, we need a sentence which says
of itself that it is not in x. This requires x to have a name. However, if truth-
bearers are taken to be propositions, this is unnecessary. For every set, x,
there is a proposition of the form ‘This proposition is not in x’.!? One might
suggest that this version of the paradox is really a set-theoretic paradox, and
is solved by the fact that there is no set of all propositions (and thus no self-
referential proposition when x =Q). But to force some versions of the liar
paradox into one family and some into another would seem a desperate
measure.

And even this will not do. There is a paradox which BLoT calls the 54
Antinomy. Starting with any object, there is a thought of it, a thought of the
thought of it, a thought of the thought of the thought of it, and so on. We
can iterate this procedure into the transfinite, at limit ordinals taking the
thought of all the things so far generated. There can be no thought of the
whole totality. If there were, it would be the next member of the sequence;
by construction, there is no such thing. But there is such a thought; you have
just had it. In the 5th Antinomy, ¥(x) is the vacuous condition.!* Assuming
that the appearance of the intentional notion locates this paradox in the
semantic family, again we see that in a semantic paradox (x) can be
vacuous.'*

Once one gets away from the myopia induced by focusing on just the
usual suspects, the boundary between the set-theoretic and the semantic
paradoxes is, in fact, very messy, and there would seem to be no good way of
disentangling the two.

3. Definition

Next, according to Zhong, in the case of the semantic paradoxes, Q does not
exist because the notion used to define it is not well-behaved. In some of the
semantic paradoxes the condition in question concerns definability; in others
it concerns truth, knowability, and (if we are right about the intentional
paradoxes) thought, conceivability.!” If, then, the semantic paradoxes are to
have a uniform solution, there must be a uniform story to be told about the
misbehaviour of such notions. Zhong seems to agree: ‘As Zermelo ... has
pointed out, the problem with the semantic paradoxes is that the defining
criterion which aims to define the totality is not definite, for there are

''In correspondence, Zhong says that she is inclined to agree with it.

2Qee BLoT, 10.2.

"3See BLoT, 9.2.

"Indeed, whether one classifies the paradox as set-theoretic or semantic, Zhong’s account is in trouble. For
her, in both cases, the solution is that the relevant Q does not exist. But, notoriously, one can think of non-
existent objects—even when their specification has a certain indeterminacy, e.g., ‘what Sherlock Holmes had
for breakfast on the day he died’.

3See the tables in BLoT, 9.4 and 10.2.
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semantic notions involved and the criterion for whether or not a semantic
notion is applicable to a given object is indefinite’ (§6). However, she does
not give a uniform solution to the semantic paradoxes. At the end of §5,
Zhong appears to endorse a Tarskian account of truth.'® This is of a kind
different from the account of definability she advances, as we will see in a
moment.'’

Why, though, is the notion of definability not well-defined? Zhong (§4)
points out the following. In his axiomatization of set theory, Zermelo
required the conditions used to define sets to be ‘determinate’. He did not
specify what this meant. Later, Skolem characterized it as being a condition
expressible in a first-order language with only the predicates ‘=" and ‘€’.
The notion of definability cannot be expressed in this language. So, says
Zhong, it is not definite. This reasoning can hardly be correct. Being
expressible in the way Skolem suggested may be adequate for pure set-
theory. But there are many perfectly good determinate (whatever that
means) predicates which cannot be so expressed: ‘is an electron’, ‘weighs
exactly n grams’, ‘is midday January 1st, 2012, GMT’. (Note, in particular,
that these are not vague predicates.) Why isn’t definability like that?

In her next section Zhong contrasts definability as a notion expressed in
natural language (ill-defined) with definability as expressed in a formal
language (well-defined). When one takes definability to be determined by
‘the formal language standard, paradox vanishes’ (§5). (Why this is
supposed to be so, we will see in a moment.) The contrast is not a good
one, though. Maybe natural language notions are less clear than formal
notions—though as far as that goes, there seems no particularly good reason
to suppose that ‘is definable’ is in worse shape than ‘not’ or ‘if’. But there are
many formal languages with precise proof procedures, etc., that may be
taken to formalize the notion of definability. We will come to the one Zhong
favours in a moment. This is consistent. But there are inconsistent ones
which are no less precise and rigorous, such as the one given in the
formalization of Berry’s paradox to be found in Priest [1987, 1.8]. The
question is only: which is the formalization that is most faithful to the naive
(natural language) notion?

4. Provability and Truth

Which brings us to Zhong’s preferred formalization. Zhong defines a notion
of definability as follows (§5). Given an axiomatic theory, T, which contains
standard arithmetic:

(*) A number n is denominatedin T by a formula ¢(x) iff ‘Vx(@(x) — x=n)’ is
provable in T

16<As Tarski . .. has pointed out, the effective way to block the Liar paradox is to distingunish between object
language and metalanguage’ (§5).

YIn correspondence Zhong informs me that her words should not be taken as an endorsement of a Tarskian
solution; she prefers a Kripkean solution. The point remains.
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where ‘n’ is the numeral for the number #. This is naturally understood as a
definition in the metatheory of T. However, by standard techniques, the
notion of a formula of T and provability in T can be expressed in T. Thus, ‘n
is denominated by formula ¢(x)’ can be coded up as a formula of T,
Den(n,).'® Using the denotation (denomination) predicate, one can express
an analogue of the Berry condition ‘is the least number not denoted in less
than 107 10 symbols’. This is satisfied by some number, m. But, as Zhong
observes, if T is consistent:

(#) m is the least number not denoted in less than 10 7 10 symbols

cannot be proved in T (and neither can its negation, since this is false in the
standard model). Berry’s paradox is thus turned into a formal undecidability
result, in the same way that Go6del turned a paradox of self-reference into a
formal undecidability result.

Of course, if T is inconsistent, the sentence may well be provable, in the
same way that an inconsistent theory can prove its own “Go6del undecidable
sentence”.*® If this is an argument against dialetheism, then, Zhong’s simple
assumption that T is consistent begs the question. However, there are more
fundamental things to be said about Zhong’s approach.

Return to the definition (*). This does not define what it is for a number to
be defined; it defines what it is for a number to be provably defined. And
provable definability is no more definability than provable truth is truth.
(Both (#) and its negation are unprovable, but at least one of them is true.)
Now, there is certainly a paradox about the least number not provably
defined in less than such and such number of words (symbols),?® but it is not
Berry’s paradox, any more than the paradox concerning the sentence ‘This
sentence is not provable (provably true)’ is the liar paradox. As Zhong
herself notes, though her formal construction ‘is supposed to be a precise
formal regimentation of the notion “definable™, it cannot fully capture all
the mtuitions involved in the latter’ (§6). Of course not, since it interpolates
the notion of provability into the definition. Indeed, as Zhong herself points
out (in the text to n. 9), there is a condition that defines m in the standard
sense. In the footnote, she says that this is only a loose sense. It is not: it is
the precise model-theoretic sense.

The correct definition of denomination (definability) is the metatheoretic
‘statement which replaces ‘is provable’ in (*) with ‘is true’, thus:

(**) A number n is denominated in T by a formula ¢(x) iff ‘Vx(@(x) — x=n)’
is true in the intended interpretation of T.

BMore correctly, the second argument here should be < ¢ > where this is the code of ¢. However, Zhong
ag)pears to identify formulas with their codes. This is harmless if correctly understood.

1“See the second edition of Priest [1987, ch. 17].

2OThere is a least number not definable in 10 7 10 symbols. 4 fortiori, there is a least number not provably
definable in 10 7 10 symbols. But ‘the least number not definable in 107 10 symbols’ (which does have less
than 10 1 10 symbols) does define it; and provably so, given standard principles concerning descriptions and
denotation. We might call this ‘Zhong’s paradox’.
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This statement cannot be coded in arithmetic unless the arithmetic has a
truth predicate, which it cannot have if it is consistent, by Tarski’s theorem.
Real definability cannot be expressed in the object theory if it is consistent.

Indeed, one can turn Berry’s paradox itself into another metatheoretic
result. Just as Tarski showed that the truth predicate for standard arithmetic
cannot be expressed in a consistent theory of arithmetic, one can show that
the denotation relation (‘x defines y”) cannot be expressed in such a theory.
This lesser-known result was established by Hilbert and Bernays.?!

Of course, if the notion of definability for a language cannot be expressed
in that language, but only in a metalanguage, Berry’s paradox is not
forthcoming, for exactly the same reason that the Liar paradox is not
forthcoming if the notion of truth for a language cannot be expressed in that
language, but only in a metalanguage. To obtain the Liar paradox, one
needs all instances of the 7-schema, T'< ¢ > < @, where ¢ can itself contain
the truth predicate. Similarly, for Berry’s paradox, one needs all instances of
the denotation-schema (essentially what (**) provides) where ¢ can itself
contain the denotation predicate.

One can therefore, of course, attempt to solve Berry’s paradox in exactly
the same way that it was orthodox at one time to attempt to solve the Liar
paradox: by appealing to a hierarchy of metalanguages. But this is not
Zhong’s approach. And just as well. Since Kripke’s ‘Outline of a Theory of
Truth’ [1975], it is now generally acknowledged that such a solution is
unworkable.*

5. In Conclusion

We see, then, that Zhong’s position is not sustainable. The criterion she
proposes does not distinguish in a satisfactory way between the set-theoretic
and the semantic paradoxes; she does not have a uniform solution, even for
the semantic paradoxes; she has provided no reason why the naive
denotation relation is ‘indefinite’ (other than that its definiteness leads to
contradiction); and her own account of the denotation relation clearly
misses the mark, even by consistent standards.?>
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