Western philosophers have paid little heed to Asian philosophical traditions. In no small part, this is due simply to ignorance. But it is also due to incomprehension. When Western philosophers look East, they find things they do not understand; and a prime candidate here is the fact that the Asian traditions seem to tolerate, and even endorse, contradictions.  Thus, for example, we find the great 2nd Century Buddhist philosopher, Nāgārjuna saying:

The nature of things is to have no nature; it is their non-nature which is their nature. For they have only one nature, that is no-nature.

The abhorrence of contradictions has been high orthodoxy in the West for over two thousand years. Such statements are therefore wont to produce looks of blank incomprehension—or even worse. The Medieval philosopher Avicenna said:

Anyone who denies the law of non-contradiction should be beaten and burned until he admits that to be beaten is not the same as not to be beaten, and to be burned is not the same as not to be burned.
However, Western philosophers are slowly learning to outgrow their parochalism. And help is coming from a most unexpected direction: modern mathematical logic. 

Let’s start by turning back the clock. It is India in the 5th century BCE, the time of the historical Buddha, Siddhārtha Gautama.  There was current at this time a principle of reasoning called the catuṣkoṭi, meaning ‘four corners’.  According to this, for any claim, there are four possibilities: that it is true (and true only), false (and false only), both true and false, or neither true nor false. 
We know this because of some of the questions asked of the Budddha in the sūtras.  For example: what happens to an enlightened person after they die? It was commonly assumed that an unenlightened person would be reborn, but the whole point of enlightenment was to get out of this vicious circle. And then what? Do you exist, not, both or neither? The Buddha’s disciples clearly expected him to endorse one and only one of these possibilities.

At around this time, 5,000km to the west in Ancient Athens, Aristotle was laying the foundations of Western logic. Among his innovations were two singularly important principles. One was the Principle of  Excluded Middle (PEM), which says that a claim must be either true or false, with no other options (tertium non datur, as the Medieval European logicians called it, ‘a third is not given’). The other was the Principle of Non-Contradiction (PNC): nothing can be both true and false at the same time. Truth and falsity therefore partition the possibilities exclusively and exhaustively.  

Aristotle defended these principles against those who would violate them (such as Heraklitus) in his Metaphysics.  Unfortunately, his arguments are somewhat tortured—to put it mildly—and modern scholars find it hard enough even to understand what the arguments are supposed to be.  Despite this, the arguments locked these principles into Western orthodoxy, to be questioned only by a few intrepid sprits, such as Hegel.
Back to the catuṣkoṭi. This is something like a law of the excluded fifth. The space of possibilities is partitioned into four exclusive and exhaustive possibilities.  Western thinkers—even those sympathetic to Buddhist thought—because of their Aristotelian enculturation, have struggled to understand how this can be possible.  However, contemporary developments in mathematical logic show exactly how to do it—and it’s not hard.

To understand, you first need to grasp a basic mathematical distinction.  This is the distinction between a relation and a function. A relation is something that relates any object of some kind to some number of things (zero, one, two, etc). A function is a special kind of relation that relates every object of some kind to exactly one thing. Suppose we are talking about people. Mother of and father of are functions, because every person has exactly one (biological) mother and exactly one father. But son of and daughter of are relations, because parents may have any number of sons and daughters. A woman, Alice, might have two sons, Brian and Charlie, and no daughters. In this case the mother of function relates Brian (and Charlie) to Alice and no one else, but the son of relation relates Alice to both Brian and Charlie, while the daughter of relation relates Alice to no one.

Now, in logic one is concerned, among other things, with whether or not a claim is true or false. Logicians call these designations truth values. Normally, and following Aristotle, it is assumed that value of is a function: the value of any given assertion is exactly one of either true, T, or false, F. In this way, the Principles of Excluded Middle and Non-Contradiction are built into the mathematics.
To make sense of the catuṣkoṭi, all we need to do is to allow value of to be a relation, instead of a function. Thus, T may be a value of a sentence, so may F, both, or neither. There are, then, for possibilities for the set of things that a statement may relate to: {T}, {F}, {T,F}, { }.  The last set is what mathematicians call the empty set: it is a collection with no members (like the set of humans with 17 legs); it’s more usually written as Ø.

These four values can be thought of as a lattice. (Don’t worry if you don’t know exactly what that means.)  Mathematicians standardly represent lattices with a picture called a Hasse diagram. The diagram in our present case is as follows (the arrows represent an ordering deployed in operations on the lattice, but again, you don’t need to worry about that here):
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The four corners of the catuṣkoṭi appear before our eyes.

The logic I have just described is usually called FDE, First Degree Entailment. Don’t ask. It was originally constructed in the 1960s in an area of logic called relevant logic. One way to think of this is as a logic for extracting the intrinsic content of some information. The US logician Nuel Belnap argued that FDE provides the correct analysis of how a computer should handle a data-base which may have been fed inconsistent or incomplete information. At any rate, the construction of the logic had absolutely nothing whatsoever to do with Buddhism.

Still, puzzled heads in the West may now be wondering exactly what sorts of things can be both true and false, or neither true nor false.  In fact, the thought that there can be claims that are neither true nor false is a very old one in Western philosophy. Ironically, Aristotle himself argued for one kind of example.  In the Metaphysics he defends the PNC, but that is at odds with Chapter 9 of De Interpretatione, where he rejects it.  There, he argues that contingent statements about the future, such as ‘the first pope in the 22nd century will be African’, are neither true nor false. The future is, as yet, indeterminate. 

The thought that there can be things which are both true and false is much more unorthodox. However, there are plausible examples. Perhaps the one that is discussed most often in contemporary philosophy concerns paradoxes of self-reference. The oldest of these paradoxes is reputed to have been discovered by Eubulides (4th century BCE), and is called the Liar Paradox.  Consider a statement  which says ‘This very statement is false’. If it is true, then it is indeed false. But if it is false, well, then it is true. So it seems to be both true and false.

Many other paradoxes in this family turned up at the end of the 19th century in connection with investigations in the foundations of mathematics. The most famous of these was discovered by Bertrand Russell, and so is called Russell’s Paradox. Some sets are members of themselves. The set of all sets, for example, is a set, and so is a member of itself. But some sets are not members of themselves. The set of cats, for example, is not itself a cat; so it’s not a member of the set. What of the set of all the sets that are not members of themselves? If it is a member of itself, then it isn’t. But if it isn’t, then it.  It seems that it both is and isn’t.

All of these examples of the two non-standard corners of the catuṣkoṭi are certainly philosophically contentious philosophically. However, they may serve to  remove the blinkers imposed by what Wittgenstein called ‘an inadequate diet of examples’.  (Don’t get fixated on banal claims like ‘the cat is on the mat’.) 

Anyway, back to Buddhist metaphysics.  The story there has only just started. Let us return to those tricky questions that the Buddha’s disciples asked him, such as the situation concerning an enlightened person after death.
The Buddha, in fact, refused to answer these questions. In some sūtras he says that such matters are simply a waste of time: you don’t need to know about these things to achieve enlightenment. But in other sūtras there is a suggestion that something more is going on. It is implied that none of the four possibilities in the catuṣkoṭi ‘fits the case’—though the idea is never really elaborated. 

For a long time, this puzzle lay dormant in Buddhist philosophy. It was only around the 2nd century CE that it was taken up by Nāgārjuna, probably the most important and influential Buddhist philosopher after the Buddha himself. Nāgārjuna’s writings defined the new version of Buddhism that was emerging at the time: Mahāyāna. Central to this is the view that things are empty (śunya). This does not mean that they are non-existent, but, says Nāgārjuna, that they do not exist in and of themselves. They are what they are only because they relate to other things. Their nature, then, is to have no intrinsic nature (as the quotation I started with says). Interestingly, the notion of emptiness can itself be analysed using contemporary mathematical techniques. But that is a whole new story.
The most important of Nāgārjuna’s writings is the Mūlamadhyamakakārikā, the ‘Fundamental Verses of the Middle Way’. This is a profound and cryptic book. Its principle theme is precisely that everything is empty. In the course of making his arguments, Nāgārjuna often runs through the four cases of the catuṣkoṭi. But he states clearly that in some situations, none of the four applies—for example, they don’t cover the status of an enlightened person after death.
Why? His reasoning is a somewhat opaque, but essentially one can think of it as something like this. The language we use is constitutive in framing our conventional reality (our Lebenswelt, as it is put in the German phenomenological tradition). Beneath that, there is an ultimate reality, such as that of the state of the post mortem enlightened person. One may experience this directly in certain meditative states, but one cannot describe it, for to say anything about it would merely succeed in making it part of our conventional reality. It is, therefore, ineffable. In particular, one cannot describe it by using any of the four possibilities delivered by the catuṣkoṭi. So, we now have a fifth possibility.

How to understand this? Let us write the four original possibilities, {T}, {F}, {T, F} and Ø, as t, f, b and n, respectively. The way I set things up earlier, value of was a relation, and the sets were the possibilities for what something could relate to. But we could have done it by taking value of to be a function and letting t, f, b, n be the values that the function can take. And now there is a fifth possible value—none of the above: i, ineffable. (Strictly speaking, it is states of affairs that are ineffable, not claims. So our values have to be thought of as the values of states of affairs; but let us slide over this subtlety.) Our space of possible values now looks like this:
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If something is ineffable, i, it is certainly neither true nor false; but how does i differ from the value n, neither true nor false?  We can join sentences together with the word ‘and’. So we might say, for example, ‘Crows can fly and pigs can fly’.  Logicians call this a conjunction, and its two parts the conjuncts. A conjunction is true just if both conjuncts are true, and false if at least one conjunct is false. So ‘Crows can fly and pigs can fly’ is false because the second conjunct is false. Similarly, if p is any sentence that is neither true nor false (n), ‘p and pigs can fly’ is false. By contrast, if p is ineffable (i) ‘p and pigs can fly’ is ineffable too. If it could be expressed, so could p be—which it can’t. So i and n behave differently.

The logic I have just described is one of a family of logics called many-valued logics – though not a common one. Such logics were invented by the Polish logician Jan Lukasiewicz [TYPESETTING NOTE. THE FIRST LETTER IS THE POLISH LETTER ‘EW’ AND SHOULD HAVE A SLASH THROUGH IT. I CAN’T FIND IT IN ANY OF THE FONTS I HAVE.] in the 1920s. What motivated him was exactly Aristotle’s arguments that contingent statements about the future are neither true nor false.  He invented a third value for them.  Anyway, and again, their invention had absolutely nothing to do with Buddhism.

Back to Buddhist metaphysics again for a third time; we are not finished yet. Perhaps you have already seen what’s coming next.

Nāgārjuna, and those who follow him in the Mahāyāna traditions, hold some things to be ineffable; but they also explain why they are ineffable, in much the way that I did. Now, you can’t explain why something is ineffable without talking about it. That’s a plain contradiction: talking of the ineffable.

Embarrassing as this situation might appear, Nāgārjuna is hardly the only one stuck in it. The great lodestar of the German Enlightenment, Immanuel Kant, held that there are things one cannot experience (noumena), and that we cannot talk about such things. He also explained why this is so: our concepts apply only to things we can experience. Clearly, he is in the same predicament as Nāgārjuna. Likewise, two of the greatest 20th century Western philosophers. Ludwig Wittgenstein claimed that many things can be shown but not said, and wrote a whole book (the Tractatus), explaining what and why. Martin Heidegger made himself famous by asking what being is, and then spent much of the rest of his life explaining why you can’t even ask this question. Call this mysticism if you want; the label has little enough meaning. But whatever you call it, it is rife in great philosophy—East and West.

Anyway, what did Nāgārjuna make of this situation? Nothing much. He didn’t even comment on it. Maybe that’s not so surprising: he did, after all, think certain things might be both true and false. But later Buddhist philosophers did try to wriggle out of it, not least the influential 15th century Tibetan philosopher, Gorampa.
Gorampa distinguished between two ultimate realities: a real ultimate reality, which is ineffable, and a “nominal” ultimate reality which is what we end up talking about it when we try to talk about the real ultimate. But wait a minute. The nominal ultimate is obviously effable. So if we say that ultimate reality is ineffable, and we are talking about the nominal ultimate, then what we are saying is just false. So trying to solve the problem this way is self-refuting.
Interestingly, Kant made a similar move. He distinguished between two notions of noumenon, a positive one and a negative one. Only the negative one is legitimate according to him. We cannot talk about things of this kind. We just need to be aware of them to mark the limit of what we can talk about. Pardon? In explaining what they do, are we not talking about them? Indeed.

The Gorampa/Kant predicament is, in fact, inevitable. If one wishes to explain why something is ineffable, one must refer to it and say something about it. To refer to something else is just to change the subject.

So we have now hit a new problem: the contradiction involved in talking of the ineffable. In a sense, the possibility of a true contradiction is already accommodated by that both option of the catuṣkoṭi. (Our Western thinkers could not even say this much.) But the contradiction is of a rather special kind. It requires something to take both the values true and ineffable, which, on the understanding at hand, is a mathematical impossibility. Yet the resources of mathematical logic are not so easily exhausted.
In fact, we have met something like this before. We started with two possible values, T and F. In order to allow things to have both of these values, we simply took value of to be a relation, not a function.  But now we have five possible values, t, f, b, n, i, and we assumed that value of was a function, which took exactly one of these values. We can now simply take it to be a relation instead.  The relation may relate something to any number of these values. (That’s 32 possibilities, if you count.) Given this construction, something can relate to both t and i after all. That is, it is ineffable and one can say something true about it.
The technique involved in the construction here is now called plurivalent logic, and it was invented in the 1980s in connection with paradoxes of self-reference. In fact, we are not a million miles away from another of these paradoxes. 
This is a paradox called König’s paradox, which concerns ordinals. Ordinals are numbers that extend the familiar counting numbers, 0, 1, 2, …  beyond the finite. Thus, after all the finite numbers there is a next, , and then a next +1, and so on. Crucially, these numbers share the property of the counting numbers that any collection of them has a least member. How far, exactly, the ordinals go is a somewhat vexed question, both mathematically and philosophically, but it is not contentions that there are many more ordinals than can be referred to by names of a language with a finite vocabulary, such as English.  This can be shown by a perfectly rigorous mathematical proof. 

Now, if there are ordinals that cannot be referred to in this way, by the properties of the ordinals, there must be a least. Consider the phrase ‘the least ordinal that cannot be referred to’. This obviously refers to the number in question. This number, then, both can and cannot be referred to.   That’s the paradox. And since it cannot be referred to, one cannot say anything about it.  So the facts about it are ineffable; but we can say things about it, such as that it is the least ordinal that can’t be referred to. We have said ineffable things.

The similarities between this and our Buddhist paradox of ineffability are unnervingly striking. But those who developed plurivalent logic were entirely unaware of any Buddhist connections. (I say this with authority, since I was one of them.)

There is, of course, much more to be said about all these matters. But we have now seen something of the lie of the land. So let me end by stepping back and asking what lessons are to be drawn from all this.

One is a familiar one. Mathematical techniques often find unexpected applications. Group theory was developed in the 19th century to chart the commonality of various mathematical structures. It found an application in physics in the 20th century, notably in connection with the Special Theory of Relativity. Similarly, those who developed the logical techniques I have described had no idea of the Buddhist applications, and would, I am sure, have been very surprised by them.

The second lesson is quite different and more striking. Buddhist thought, and Asian thought in general, has often been written off by Western philosophers. How can contradictions be true? What’s all this talk of ineffability? This is all nonsense. The constructions I have described show how to make precise mathematical sense of the Buddhist views. This does not, of course, show that they are true. That’s a different matter. But it does show that these ideas can be made as logically rigorous and coherent as ideas can be.
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