A Case of Mistaken Identity?

Graham Priest

Departments of Philosophy

Universities of Melbourne and St Andrews

1. For Tim

Tim Smiley is a remarkable man, as his many philosophical students and colleagues know well. His impish sense of humour can often cloak a formidable debating style. He has an immense talent for cutting to the heart of things, and making even the most complex of matters seem simple. Most importantly, perhaps, he has a forthright way of doing philosophy, brooking no nonsense, on whatever side of the fence it appears. Whether he is defending orthodoxy or attacking it, at both of which he is at home, he has no time for prevarication and obfuscation. Many, fried and foe alike, have seen their ideas exposed to the hard glare of Tim's intellect. It is in this spirit that I offer him the topic of this essay: identity.

There is, in current logic, a near-universal consensus about the relation of identity. Identity is an equivalence relation that grounds substitution salva veritate. In the notation of first order logic, it can be characterised by two principles, the “Law of Identity'':

|= a=a
and the Schema of the Substitutivity of Identicals (hereafter, SI):

a=b, Ax(a) |= Ax(b)

It is the second of these on which we will focus in what follows.

2. The History of SI

There are two noteworthy facts about SI. The first is that its emergence as a supposedly secure principle is an historically recent one. Perhaps the first place one might think to find it articulated is in Euclid. And indeed, one does find something that looks like this in the Common Notions of Book 1. For example, the second of these states that if equals are added to equals, the wholes are equal.
 But this is, at best, simply an instance of SI; and in any case, on closer inspection, it is not SI at all, but a principle about length. Let a+b be the result of adding the lines a and b end on, and let l(a) be the length of a. Then Euclid’s principle tells us that:

l(a)=l(c), l(b)=l(d)  |=  l(a+b)=l(c+d)

which is not an instance of SI.

A few years earlier, in the Topics, Aristotle states what might be thought to be a version of SI:

Again, look and see if, supposing the one to be the same as something, the other is also the same as it: for if they are not both the same as the same thing, clearly neither are they the same as each other.

Moreover, examine them in the light of their accidents and of the things of which they are accidents: for any accident belonging to one must belong also to the other, and if the one belong to any as an accident, so must the other also. If in any of these respects there is a discrepancy, clearly they are not the same.

But the remark is a very casual one, and there is no attempt in Aristotle to articulate or defend the thought.

Medieval logicians certainly endorsed things that look like instances of SI, but they denied others. Take Ockham for example. He tells us:

For this is no fallacy ‘You know Coriscus; Coriscus is coming; therefore you know the one coming’, nor this ‘You know Coriscus; Coriscus is hooded; therefore you know the hooded one’.

But he also tells us:

Because one essence is many persons, and those persons are mutually distinct, it is not necessary that every name of a person of which the name of the essence is predicated be predicated of the name of the other person... This is a fallacy of accident: ‘This essence is the Father; this essence is the Son; hence, the Son is the Father.’

So Ockham did not endorse SI as a general principle. 

One of the things which makes discussions of SI in the Aristotelian tradition murky is the fact that the distinction between the is of identity and the is of predication tends not to be made. Thus, for example, in the same discussions from which I have just quoted, we find Ockham worrying about fallacies such as: ‘Socrates is a man; Plato is a man; hence, Socrates is Plato’ and ‘Socrates is a man; a man runs; hence Socrates runs’.

The first discussion of identity which clearly targets the is of identity, that is, numerical identity, would seem to be in Leibniz, who defines it as follows:

Let us now try to explain partial terms, i.e., relative terms, from which there also arise the particles which denote the relation of terms. The first of which occurs to me on inquiry is the same. That A is the same as B means that one can be substituted for the other in any proposition without loss of truth... For example Alexander the Great and the king of Macedonia who conquered Darius, and again triangle and trilateral, can be substituted for each other.

That is, two things are identical iff they are always inter-substitutable. In the notation of modern second-order logic:

LL:  a=b iff (X(Xa(Xb)

The right-to-left direction is the identity of indiscernibles (II). The left-to-right direction quickly delivers SI, given second-order universal instantiation, and modus ponens.

Leibniz’ logical ideas had precious little effect on succeeding generations, logic falling largely into oblivion. But two hundred years later, on its reinvention, the biconditional LL was endorsed by Frege in Grundgesetze (Vol. 1, Sect. 20),
 and Russell and Whitehead in Principia Mathematica (Vol. I, *13.01)
 – though in Frege’s case, not as a definition. Both logics had the resources of second-order quantification. When logic was stripped back to first-order by Hilbert and his school, these resources were no longer present to express II, but SI survived in the now familiar form.

3. The Ground for SI

The disappearance of II as a logical principle is, perhaps, no bad thing. Since its formulation, it has been the subject of doubt. If the principle is not to be circular, then  the properties in question cannot involve identity, in the way that the property (x(x=a) does. But could not the universe be constituted by, for example, two perfect spheres all of whose intrinsic properties were the same, and all of whose relational properties with respect to the other were the same? Modern quantum mechanics has thrown further doubt on II. Distinct electrons, it would seem, can be indistinguishable.

SI, on the other hand, seems much more secure, indeed, fundamental to our understanding of identity. This brings us to the second point about SI: it is so fundamental that it does not seem possible to give any independent argument for it. The natural way to justify SI invokes, in one way or another, SI itself:

J:  Suppose that a=b and Ax(a) are true. Then the denotation of ‘a’ and the denotation of ‘b’ are the same, and the denotation of ‘a’ satisfies A. Hence, the denotation of ‘b’ satisfies A, since they are the same (SI).

In this respect, SI is the same as a number of other logical principles – or mooted principles – which are so fundamental that there seems to be no non-circular way of justifying them. Modus ponens and the Law of Non-Contradiction appear to be in the same camp.

This raises the question of how one might justify such principles. Crispin Wright (2004) argues that in such cases, we have a rational entitlement to such principles, provided that there are no known counter-examples. (The no-counter-example condition is necessary because of principles such as modus morons (B, A(B |= A), which may be justified as follows. Suppose that A(B and B are true. Then if A is true, so is B. Hence, A is true (modus morons).) The very virtue of such a principle is that there can be nothing more fundamental. Of course, if there are counter-examples, this fundamental status changes from a virtue to a vice. Defences then just beg the question. But there are no counter-examples to SI.

4. Initial Counter-examples

Well, not so fast. There are some apparent counter-examples. For a start, there are examples where substitution does not even preserve grammatically, let alone truth, such as the following:
 

David Lewis is the author of Convention

The late David Lewis was a gentle person

*The late the author of Convention was a gentle person

   Derrida is the most controversial French philosopher of the 20th Century

   The philosopher Derrida was given an honorary doctorate by Cambridge University 

   *The philosopher the most controversial French philosopher of the Century was given an honorary doctorate by Cambridge University

It will probably be said these examples arise because of idioms of English grammar, and once the premises are spelled out properly, all is fine. Thus the second premise of the first argument is really saying ‘David Lewis, who is now deceased, was a gentle person’; and the second premise of the second argument is saying ‘Derrida, who was a philosopher, was refused an honorary doctorate by Cambridge University’. In these, substitution can be made preserving both grammaticality and truth.

Another apparent counter-example is as follows: 

7x7=49

2+2=4

7x7=2+29

One may also put this down to misleading syntax. In the second premise, the numeral ‘4’ denotes the number 4. In the first premise, the numeral ‘49’ denotes the number 4.101+9.100 so this occurrence of ‘4’ is really denoting the number 40. Hence the two occurrences of ‘4’ denote different things.  In an application of SI,  a=b, Ax(a) |= Ax(b), ‘a’ and ‘b’ must refer to the same thing, as the argument J shows.
  So this is not a legitimate application of SI.

The next sort of apparent counter-example is a more familiar one:

Sylvan = Routley

Sylvan was born ‘Routley’

Sylvan was born ‘Sylvan’

The premises are true; the conclusion is false. Richard Sylvan was born ‘Richard Routley’. Again, the failure of the argument may be put down to a reference-shift. In the second premise, the name ‘Routley’ is part of a longer string, “ ‘Routley’ ”, and in this context the name does not refer to Routley at all. To apply SI to a context, Ax(a), the name ‘a’ must function in such a way as to refer to its nominee (again, as the argument J shows). Its occurrence must be, in the standard jargon, purely referential. In quoted contexts, it is not. So, at least, goes orthodox wisdom.

Problems do not stop there. Suppose that we have two photographs. The first is of a baby; call the baby b. The second is of an adult; call the adult a. It may well turn out that the second photograph was taken a lot later than the first, and that a and b are the same person. In this case, we appear to have another counter-example: 

a=b

b is a baby

a is a baby
The occurrences of the names in these contexts are purely referential, and refer to the same person. No way out there. We may save SI if we individuate the properties a bit more finely. ‘x is a baby’, we may suppose, is an incomplete specification of a property. To complete it we must specify the time concerned. Thus, let the times of the two photographs be t1 and t2. Then b was a baby at t1, but so was a. And a was an adult at t2, but so was b.  Problem over – at least given a certain metaphysical commitment concerning the individuation of properties.

5. Descriptions

Unfortunately, our woes are only just starting.
  Other apparent counter-examples to SI involve descriptions. One is as follows. Suppose that a hooded man enters the room. The man is, in fact, Coriscus, whom you know, but you have no idea who the hooded man is. Then the following would seem to be invalid: 

Coriscus is the hooded man

You know Coriscus

You know the hooded man.

One might be tempted by the thought here that being known by you is not a real property of Coriscus, just a “Cambridge property” – if you were to drop dead, Coriscus himself would not change – and that the open sentence in an application of SI must express a real property. Lakatos calls this strategy ‘monster-barring’.
 It forces us to ask the embarrassing question: will the monster properties please stand up? A can of worms. But in any case, the move would seem to miss its mark here. The following seems perfectly okay: 

Coriscus is the hooded man.

Coriscus is standing next to Socrates.

The hooded man is standing next to Socrates.

But standing next to Socrates would seem to be just as much a Cambridge property – if Socrates were to drop dead, Coriscus himself would not change.

Another strategy is simply to bite the bullet. You do know the hooded man. You just do not know who the hooded man is. (This was essentially Ockham’s view, as we saw above.
) Of course, you do know who Coriscus is. So we still have a counter-example to SI. Let us set it aside for a moment; we haven't finished with descriptions yet.

There is another apparent and well known counter-example to SI using descriptions, due to Quine 1953, and which goes as follows:

The number of planets = 9

[] 9=9

[] The number of planets = 9

where [] expresses metaphysical necessity. The premises are true (give or take the odd Pluto). But the conclusion is not. Quine’s drastic reaction was to junk the notion of metaphysical necessity. But there is a now more standard line. We must distinguish between a rigid designator, like ‘9’, which refers to the same thing at any world (if it

refers to anything at all), and a non-rigid-designator, like ‘the number of planets’, which may change its referent from world to world.
 As long as we are dealing with rigid designators, SI holds. Thus, there is nothing wrong with: 

3x3=9

[] 9=9

[] 3x3=9

However, where SI involves a world shift, so that the denotation of the term may change, SI must be conceded to be invalid.
 In other words, for SI to hold, the occurrences of the terms must not only be referential, they must be rigidly referential.

6. Intentionality

The strategy deployed against the Quinean objection is one which Lakatos called a strategic withdrawal to a safe domain.
 And one of the problems with such withdrawals (as he notes) is that they often turn out not to be so safe. So it is here. Unfortunately, the problems seem to recur with terms that are rigidly referential. Consider a variation of Frege’s famous example:

The Morning Star = the Evening Star 

The Morning Star must be the Morning Star

The Morning Star must be the Evening Star

That doesn’t seem right. The Morning Star could have turned out to be a different planet. Maybe not. As Kripke 1980 famously argued,  if we take ‘must be’ here to express metaphysical necessity, and the two names to be rigid designators, then the first premise expresses a truth: that a certain object (however specified) has the property of being self-identical. This is a necessary truth, and so the conclusion is true.

Perhaps. Unfortunately, ‘must’ like all modal words, has many meanings. Another is epistemic necessity. To say that something is necessary in this sense is to say that it is known to be true. Now consider:

The Morning Star = the Evening Star

The Ancient Babylonians knew that the Morning Star was the Morning Star

The Ancient Babylonians knew that the Morning Star was the Evening Star

The premises are true; the conclusion false – let us suppose; actually, I have no idea who discovered the identity.

The example brings propositional attitudes into play: cognitive states that are directed towards propositions. (In fact, back into play: knowing who someone is is implicitly such an attitude, since knowing who someone is is knowing that they are so and so, and such and such.) And this opens the floodgates to apparent counter-examples:

Jocasta = Oedipus’ mother

Oedipus realised that his mother was his mother

Oedipus realised that Jocasta was his mother

Or, if one worries that ‘Oedipus’ mother’ is not a right designator, suppose that Mary sees a notorious terrorist, Black Harry, on television, and that, unbeknownst to her, the terrorist is her daughter, Jane. Then it may well be that the following inference has true premises and a false conclusion: 

Jane = Black Harry

Mary hopes that the police will kill Black Harry

Mary hopes that the police will kill Jane

And so on.

Perhaps the most plausible strategy for one who would defend SI here, is to take names in intentional contexts such as these not to be purely referential. This, of course, was Frege's strategy.
  In such contexts, he suggested, the name refers not to its nominee (bedeutung), but to its sense (sinn). This is not a bad first move, but it is no more. Problems arise almost immediately with quantification. Thus, suppose that Jesus really was the son of God, but that Nietzsche did not believe it. Then it would appear to follow that someone is such that he is the son of God, but Nietzsche did not believe him to be so:

 
N:  (x(x is the son of God ( Nietzsche did not believe that x is the son of God)

This is just false. If the x in question is something that truly (meaningfully?) fits in the context of the second conjunct, it is a linguistic sense, not something that is the son of God at all. Very well then, let us introduce a new predicate, N(x,y), meaning that there is some name of which x is the nominee, and y is the sense (or whatever sort of thing it is that is supposed to fit into an intentional context). Then N is indeed false, but NN is true:

 NN:  (x(y(x is the son of God ( N(x,y) ( Nietzsche does not believe that y is the son of God)

But why must there be any such name? If it be retorted that sentient beings cannot have beliefs about objects unless they have names for them, note that it would appear to be the case that animals can have beliefs about objects without having any language. (A dog can believe that its owner is outside the door, for example.) Well, maybe dogs have a language too – a language of thought; perhaps we can save SI in this way. But note the costs of this whole train of thought: a doctrine that takes us away from the natural parsing of natural language sentences, the invocation of a whole new realm of entities (senses); a theory about the nature of the thought of sentient beings – heavy-duty hypotheses in linguistics, metaphysics, and the philosophy of mind.

7. Objects and their Composition

Would that this were an end to the problems. It is not.
 Suppose that at a certain time, t1, we form a lump, l, of clay, and fashion it into a statue, b, of George W. Bush. At a later time, t2, we refashion it into a statue, o, of Barach Obama. Then the following inference would seem not to preserve truth, where all the sentences are considered at time t1: 

l=b

After t2, it will be the case that l=o
After t2, it will be the case that b=o
The statues of Bush and Obama are not the same object – now or at any later time. If we were talking, not of statues and the matter of which they are made, but of people and their bodies, one might be tempted to reject the premise: a person is not their body, but some fusion of their body and their soul, or just their soul. Indeed, a cunning theist might try to turn this argument into one for mind/body dualism. But statues have no souls.

In any case, a similar example can be constructed, not for time, but for space. The M31 (m) is – or used to be – the main road running between Melbourne and Sydney. At the Melbourne end, it starts in the centre of the city, running north. As it passes the University of Melbourne, it is Royal Parade (r). About three kilometres north, as it goes through Brunswick, it is Sydney Road (s). The following inference would seem not to preserve truth, when considered outside the University of Melbourne: 

m=r 

Three kilometers north, m=s
Three kilometers north, r=s
Royal Parade and Sydney Road nowhere coincide – three kilometres to the North or anywhere else.

One reaction to the arguments is simply to bite the bullet and accept the conclusion as true. What is currently the statue of George Bush will be the statue of Barach Obama; and what is Royal Parade, outside Melbourne University, is Sydney Road, three kilometres North. But this is a hard position to sustain. In all honesty, when the statue of Obama is made, that of Bush ceases to exist: they cannot be the same. If I buy the statue

of Bush, and you give me the statue of Obama instead, I can legitimately complain. Similarly, if we are standing on Sydney Road, and you ask me where Royal Parade is, I cannot say ‘You are standing on it’. I have to say ‘Head South’.

The most plausible response to the argument for one who wishes to uphold SI here is to insist that roads are not to be identified with their local stretches, but with their whole extents. At the University of Melbourne m and r coincide; indeed, r is just a part of m. But since they do not coincide over their whole lengths, the identity m=r is false. More contentiously, one might say the same about l, b, and o. These are objects extended over time. And though l and b have a part in common, they are not the same; ditto l and o. In fact, b is the first temporal part of l; o is the second.

At the cost of buying into a certain metaphysical theory about the identity of objects existing through time (“four-dimensionalism”), this may be acceptable. But worse is yet to come. Suppose that o had never been made, and through their whole existence l and b coincide. Then they are the same object; but now a similar problem arises with respect to modality. The following inference would seem not to be truth-preserving, where [] is,

again, metaphysical necessity: 

l=b

[] l=l
[] l=b
It is not necessarily the case that l is b.  l is b at this world, w, but at another world, w’, l was made into o instead. And to avoid any modal funny-business about denotations shifting across worlds, we suppose that the terms in question are rigid designators.

By analogy with the temporal case, we may try to avoid this problem by supposing that an object is stretched out, not only over time, but over worlds. Thus, b is the part of l at w; o is the part of l at w’. But now the idea that an object can be stretched out, itself seems to have been stretched out beyond breaking. What makes l the same thing over time, and what makes m the same thing over space, is a certain kind of continuity: contiguity in the spatial case, causal in the temporal. There would appear to be nothing similar in the case of worlds. Spatio-temporal-causal continuity is ruled out by definition. And the thought that there is some kind of metaphysical “glue” which holds together different parts of the same thing at different worlds, is a hard one with which to feel much sympathy.

One cannot, of course, rule out the possibility that some manoeuvering will save SI.
 But one thing, at least, is clear. This is going to be possible only at the cost of some fairly intricate metaphysical manouvering, with substantial commitments of a kind different from anything we have met so far.

8. Fission and Fusion

And the problems are still not over.
  Suppose that we have an amoeba, a. At a certain time, t, it divides into two amoebas, b and c, and so becomes both of them. After t, a=b  (so b=a) and a=c. But clearly, it is not the case that b=c. We have a failure, not just of SI, but of one of its most notable instances, the transitivity of identity (TI): b=a, a=c  |=  b=c. If this fails, identity isn’t even an equivalence relation.

As usual, defenders of SI have various moves that they can make. One could, I suppose, say that a is b, but not c (or vice versa). But the situation is symmetrical, and there would seem to be nothing which could ground such an asymmetry. The only other symmetrical response is that a is neither b nor c. It would be crazy to assume that a has gone somewhere else; so a must have gone out of existence. This seems implausible. Suppose that c were to die as soon as the split occurred. We would have no hesitation in saying that a was b. But whether or not some third party exists cannot affect the identity of an object. So even if c exists, a must still be b – and  similarly c.

Another possibility is to invoke four-dimensionalism again. An amoeba should be thought of as its entire temporal stretch. Thus, one amoeba comprises the temporal stretch of a plus the temporal stretch of b. Another comprises the temporal stretch of a plus the temporal stretch of c. This means that before the split, there were really two amoebas present. In fact, matters can be even more striking. Suppose that each of b and c itself splits at a later time, and that each of their descendants splits, and so on. Then, starting with a, there would be an infinitude number, in fact 2(0, of future “amoeba lines” stemming from a, and before the split, there would be an uncountable number of amoebas present.

This is odd. It violates the thought that one cannot have more than one thing in one place at one time. Worse, there really does seem to be only one amoeba before the split. Suppose, for example, that the world came to an end just before the split. Then we would have no hesitation in saying that there was just one amoeba there. But how can the integrity of the amoeba depend on something that happens in the future? Suppose that it were not amoebas dividing, but people. It would seem bizarre to suppose that I was not a single person because of future events beyond my ken.

As one might expect, the temporal example has a world-analogue. Suppose that in another world, w, the zygote that was to become me, g, in this world, split to produce two identical twins, g1 and g2. Then, it would seem, g1=g= g2, but it is not the case that g1=g2. As in the amoeba case, supposing that g is neither g1 nor g2, seems  wrong. If the embryo that was g2 had died immediately after the split, we would have no hesitation in saying that g=g1. g1 would then, after all, be the only object with my essential properties (DNA structure) – assuming the necessity of origins. The thought that g and g1 (and g and g2) are parts of a trans-world individual has little to recommend it, as we have already seen.

Maybe, then, we can appeal to Lewis’ counterpart theory.
 Objects in different worlds are always distinct, but an object may have counterparts (even more than one counterpart) in different worlds. g1 and g2  are the counterparts of g at w. But whatever one thinks of counterpart theory, it plays havoc with the notion of identity in any case. In counterpart theory, []A is true iff at every (accessible) world every counterpart of each of the objects mentioned by A satisfies it; dually, <>A is true iff at some (accessible) world some counterpart of each of the objects mentioned by A satisfies it. SI is now violated. Consider the inference: 

a=b

[] a=a
[] a=b
Suppose that at this world a=b, and that there is just one other world, w, at which a (that is, b) has multiple counterparts, c1 and c2. Then [] a=a is true, since at w, c1= c1 and c2=c2. But [] a=b is false, since at w, c1 is a counterpart of a, c2 is a counterpart of b, and c1(c2. It might be suggested that in the truth conditions for necessitated sentences we should treat distinct occurrences of constants differently. (And why should we do that?) Then [] a=a fails, since the same considerations apply to this as to [] a=b. But in that case the Law of Identity, though true, is not a necessary truth – and so the Principle of Necessitation (if |= A then |=  []A) fails. Moreover, if a has multiple counterparts at an accessible world, then <>a(a is true: it is possible for an object to be distinct from itself! One way or another, identity – as well as many other things – goes haywire from an orthodox perspective.

Of course, the problems that arise in the case of fission arise in the case of fusion too, when two objects become one. Let me give a somewhat different example of a fusion problem.
  Consider van Gogh before he cut off his ear, e; call this person g. And let the part of van Gogh minus e be g-. Now, let g’ be van Gogh after he cut his ear off. g =g’: they are both van Gogh.
  And g’= g-: there has been no change there at all. But it is not true that g=g-: one has two ears; the other has one. Again, we have a failure of TI, and so SI. One possible way to defend SI is to deny that there are any such things as e and g-.
  This seems bizarre, though: the ear did not come into existence when van Gogh cut it off.  Perhaps a more natural suggestion is to say that g and g’ are not really the same person.  But this would make a nonsense of our moral and legal concepts.  If van Gogh, after he cuts his ear off, is a different person, he could no longer claim to possess his old hat; or if the earlier van Gogh had committed a murder, he could avoid being hanged simply by cutting his ear off. 

As usual, there is nothing to stop someone accepting these odd consequences, or those of one of the other attempts to save SI which we have noted, or of some other attempt entirely. But by now one might be starting to get the uncomfortable feeling that in trying to save the phenomena we are being driven along a path down which, whatever one thinks of the destination, one ought not to be forced.

9. Vagueness

Just to rub salt into the wound, we are still not finished with apparent counter-examples to SI. If I change the exhaust pipes of my bike, or any other of its parts, it is still numerically the same bike. So suppose that each day I replace a different part until, on the last day, n, every part has been changed. Let the bike on distinct days be a0, a1,..., an. a0= a1=...= an. But a0 (an. After all, I can reassemble all the parts and stand a0 next to an. Again, we have a violation of TI.

This is a version of the Sorites paradox, usually called ‘the Ship of Theseus’, and there are, of course, many suggested solutions to Sorites paradoxes. Those who would endorse SI have to say that there is at least one i such that ai= ai+1 is not true. Should one say all i, or just some i? Those who advocate an epistemicist
 or a supervaluationist
 solution to the Sorites say ‘only some’. Whatever one thinks of such solutions, they all run up against considerations of symmetry. The relation between each pair, ai and ai+1, is exactly the same: one part has changed. Maybe one of the parts is the most important. The fuel-injector? No, that seems bizarre. In any case, whatever part we suppose, I can change that first. There is no part which is so important that changing just that makes a difference of identity to  a0. How come changing that part does not affect the identity of a0, but it does affect the identity of ai?

Perhaps, then, none of the identities is true. This seems extreme. In real life, everything is in a constant state of material change; if we go down this track, there would be no identity over time. That would play havoc with many of our common-sense notions. For example, moral and legal concepts such as ownership and responsibility would go out of the window, as we have already seen. The blow may be softened by those who advocate a fuzzy solution to the Sorites paradox.
 A sentence has a degree of truth from 0, completely false, to 1, completely true. The premises of the Sorites may not be completely true, but they are near enough; and near enough is good enough for practical purposes. Whatever one thinks of such a solution, the important point to note here is that it effectively concedes the failure of SI anyway. Each of the identity premises is true enough, but a0=an is completely false, and so not true enough.

As ever, one can, if one wishes, grit one’s teeth and accept some doctrine or other that will save SI. A more likely reaction at the present point is to throw up one’s hands and say ‘Look, I have no idea what the solution to the Sorites paradox is. All solutions seem to have pretty implausible consequences to me. But we know that vagueness is funny. As far as SI goes, it is a special case. We can disregard it for present purposes.’ There is a certain sort of plausibility to this thought. After all, vagueness does seem to be a distinctive phenomenon, and we can hope that some solution to the Sorites paradox will eventually accommodate SI. But there is also an intellectual dishonesty. After all, it admits that there are prima facie counter-examples to SI, but proposes that we ignore them.  How can this be rational? (A: ‘If two objects are indiscriminable, they are identical.’ B: ‘Well that does not appear to be the case with electrons.’ A: ‘Subatomic particles are odd things anyway. I think we can just ignore them.’) It may indeed be the case that ultimately some adequate solution to the Sorites will save SI; but it may not. And the only reason to suppose that it will, is to suppose the correctness of SI; in a context where SI is problematic, this is clearly viciously question-begging.

10. The Big Picture

None of the previous considerations disproves SI. For each of the putative counter-examples, there are possible solutions. For the initial counter-examples, these seemed relatively uncontentious. But at the counter-examples became more serious, this was far from so. In particular, all the solutions in these cases have problematic consequences. Maybe we just have to accept them; but this is a cost. There are higher-order costs as well. In each case, the solutions commits us to heavy-duty principles – in linguistics, metaphysics, philosophy of mind, moral philosophy. It is naive to suppose that logic is neutral in these areas, but one cannot help but feel that things are going awry. A slim logical tail is wagging a philosophical dog of considerable size. Indeed, lots of different dogs (linguistic, metaphysical, moral). It is not even clear that all the dogs are wagging in compatible directions. Surely, this cannot be good methodology?

Logicians are generally conservative creatures (as are most people). They feel at home with SI. Given an odd counter-example, it is natural to downplay its significance. Logicians also have a habit of treating things in a piecemeal fashion. Intentionality, oh that’s one thing; change, oh that’s another; vagueness, oh that’s another. This helps to minimise the significance of any one sort of counter-example. The fact that there are others can be quietly forgotten, or probably not even thought of at all. In a sense, there is nothing new in this essay. It contains no arguments and counter-arguments that are not well known. What this essay is attempting to do is to get logicians to take a step back and look, not just at one limited area, but at the bigger picture.

If one does so, one cannot help but be struck by the thought that, perhaps lured on by the easy solutions to the more trivial counter-examples, we have become hooked into what Lakatos called, in a different context, a degenerating research programme.
  One can hang on to SI. But one can do so only by fighting a rear-guard action. Again... and again... and again... Maybe it’s about time to give up the attachment to SI; perhaps identical objects really can be discriminable. As we noted, we never really had any good arguments for it in the first place.

Of course, one cannot just leave matters there. If we look to giving up SI, many questions need to be faced. A natural one is what the relation is, if it is not identity, which logicians currently designate by that name. That, perhaps, is easy: it is the relationship of indiscriminability. (And we had good grounds for supposing this to be distinct from identity, in any case.) 

Perhaps the most obvious and most crucial question is how to articulate the non-orthodox view of identity. For a start (and just a start), one must distinguish between (at least) two versions. One, the weaker view, is that some identical objects are discriminable:

W: (x(y(P(x=y(Px((Py)

The other, the stronger one, is that some self-identical object is discriminable:

S: (x(P(x=x(Px((Px)

These are not equivalent once one gives up SI (and more specifically, TI). S entails W, but not vice versa. And S is clearly inconsistent, since it entails (x(P(Px((Px). This may, in the end, be the more stable view, but since it entails dialetheism, it will be less attractive to most people (at least at present). 

Other questions jostle to be asked.  If identical objects can be discriminated, under what conditions does that arise, and why? And under what conditions does identity deliver indiscriminability? (Maybe in the context of classical mathematics?) Clearly, any articulation of an unorthodox theory of identity will need to address these matters.

Doubtless, there is much ground for debate over possible answers to all these questions – as there is to all the questions which I have raised. The aim of the essay has not been to settle matters, one way or the another; it has tried to do no more than open up the issue of the validity of SI, and put it on the agenda. Which side of the debate Tim wishes to weigh in on, I leave for him to decide.
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� I use a, b, etc., for names, Ax(c) for A with every free occurrence of x replaced by c, and |= for logical consequence.


�  See, e.g., Artmann (1999), p. 19.


� 152a30-38. Translation from Ross 1928.


� ‘[These principles of identity] were destined to be reformulated much later by other philosophers without reference to Aristotle's work. In his text, they occur without emphasis, and it is therefore not suprising that he does not generally get  any credit for them.’ Kneale and Kneale 1962, 42.





� Del Punta 1979, 231. (Translation by Stephen Read.)





� Boehner, Gál, and Brown 1974, 821f. (Translation by Stephen Read.)





� Parkinson 1966, 52f. Where the original text cited by Parkinson (Couturat 1961) uses italics, Parkinson uses quotation marks. Parkinson’s translation also inserts quotation marks where there are none in the text. I have restored the original punctuation.


�  See, e.g., Furth (1964).





� Russell and Whitehead (1910).





�  E.g., Hilbert and Ackermann 1928, Chap. 3, Sect. 11.


� For a discussion of II see, Forrest 2006.


� Examples of this kind are due to Oliver 2005.


� These and similar examples, which depend on bent syntax and reference-change, are given in Fine 1989 and 1990. The papers are reprinted as chs. 2 and 3 of Fine 2005. For the examples, see pp. 55f. and 112f.


� Many of the puzzles which follow are discussed further in the sections on identity in Part II of Priest 2008.


� Lakatos 1976, 14.





� It is also the view of Priest 2005, ch. 3.





� The terminology is that of Kripke 1980.





� Perhaps we are gulled into accepting the instance because we confuse it with: 





The number of planets = 9


9 is a number,  x, such that [] x=9


The number of planets is a number, x, such that [] x= 9





which involves no relevant world-shift, and is fine.


� Lakatos 1976,  28.


� In ‘Sense and Reference’, Geach and Black 1977, 56-68.


� The following examples are due to Gibbard 1975.


� And Lewis’ counterpart theory is not one of these, as we will see in a moment.





� The following example comes from Prior 1968.





� Lewis 1968.


� This comes from van Inwagen (1981).





� And if you are tempted by the thought that van Gogh is not his body, but a soul, just change the example to one where the object in question is inanimate.


� This is van Inwagen’s position.


� E.g., Williamson 1994.





� E.g., Fine 1975.





� E.g., Machina 1976.


� Technically, if |A| is the truth value of A, then Min{|ai=ai+1| : n>i(0} > |a0=an|. So the inference is truth-value-decreasing.


� Lakatos 1970.


� Many thanks to Alex Oliver and Stephen Read for comments on earlier drafts of  this paper.
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